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Session 3 - Beyond Domain Adaptation (1h)

● Source Free UDA
● Domain Discovery
● Continuous DA
● Predictive DA
● Validation issues in Unsupervised Domain adaptation
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Source-free UDA



Continual & Source Free UDA

E.g. Pseudo-Labeling methods 
are source-free

Continual UDA: adapt to target 
with limited drop in 
performance on the source

Challenge: how to limit the 
drop on Source if no samples 
are available?



Negative ensemble Learning

Stage 1: Inferring Pseudo-Labels for the target set

Cleaning Noisy Labels by Negative Ensemble Learning for Source-Free Unsupervised Domain Adaptation         
Ahmed W, Morerio P, Murino V.  WACV 2022
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The concept of Negative Learning

Negative ensemble Learning

Car Bird Horse Cat Dog Chair Truck

Complementary Labels



Negative ensemble Learning
Stage 2: Pseudo-Label Refinement



Adaptive Reassignment Rule

Negative ensemble Learning



Results



Continual  Source Free UDA
The adapted model suffers a drop in performance when tested back on the Source Domain

Continual Source Free Unsupervised Domain Adaptation 
Ahmed W, Morerio P, Murino V. Under Review



Continual  Source Free UDA



Target Images are directly 
optimized in the pixel space 
in order to minimize the 
classification loss for the 
source model. 

Image Synthesis for Continual Adaptation



Image Synthesis for Continual Adaptation



Continual  Source Free UDA

Synthetic images are then fed back to the model



Results



Latent Domain Discovery
(Towards Domain Generalization)



Unsupervised Domain Adaptation
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Multi-source Domain Adaptation
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domain assignment

Multi Domain Alignment Layer (mDA)

Mancini, M., Porzi, L., Rota Bulò, S., Caputo, B., & Ricci, E.  “Boosting Domain Adaptation by Discovering Latent Domains”. CVPR 2018.



Multi Domain Alignment Layer (mDA)

domain assignment

Mancini, M., Porzi, L., Rota Bulò, S., Caputo, B., & Ricci, E.  “Boosting Domain Adaptation by Discovering Latent Domains”. CVPR 2018.



Cartoon 
as Target

Sketch 
as Target

Results

Mancini, M., Porzi, L., Rota Bulò, S., Caputo, B., & Ricci, E.  “Boosting Domain Adaptation by Discovering Latent Domains”. CVPR 2018.



Continuous DA
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1. Accumulate nt frames
2. Use them to compute the statistics

3. Update the BN layers 

Mancini, M., Karaoguz, H., Ricci, E., Jensfelt, P., & Caputo, B. “Kitting in the Wild through Online Domain Adaptation”. IROS 2018.

Online DA with Batch Normalization (ONDA)



...beyond classification!

Zhang, Z., Lathuilière, S., Pilzer, A., Sebe, N., Ricci, E., & Yang, J. (2019). Online Adaptation through Meta-Learning for Stereo Depth 
Estimation. arXiv preprint arXiv:1904.08462.



Predictive DA
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AdaGraph

Mancini, M.,  Rota Bulò, S., Caputo, B., & Ricci, E.  “AdaGraph: Unifying Predictive and Continuous Domain Adaptation through Graphs”. CVPR 2019.



Unsupervised Domain Adaptation
Validation issues



Unsupervised Domain Adaptation - recap
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Validation in UDA

How to ... 

● choose/validate hyperparameters?
● Early-stop your training

Remember: 

every time you peek at performance on the target set, you are 
actually using target labels. 

Is your UDA method really UNSUPERVISED?



Validation set

Validation set - a subset of your training set
● Subset of the labelled source
● Subset of the unlabelled target
● Both the above
● (Small fraction of the target set with labels)
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A step back: aligning distributions 

Many methods try to align source and target distribution (in some 
appropriate feature space). 

Align distributions:

● First order momentum (zero mean features)
● Second order momentum (align covariances)
● …

 E.g. CORAL, deep CORAL



Aligning Covariances

Closed form  alignment:
● Requires matrix inversion - not scalable to big datasets
● Requires a fixed feature representation



Deep correlation aligment 

Sun and Saenko “Deep CORAL: Correlation Alignment for Deep Domain Adaptation” ECCV 2016 workshops.

● How to validate lambda?



Validation on the (unlabelled) target set

Morerio et al. “Minimal entropy correlation alignment for unsupervised deep domain adaptation”ICLR, 2018.



Optimal correlation aligment on the 
manifold of SPD matrices

Morerio et al. “Minimal entropy correlation alignment for unsupervised deep domain adaptation”ICLR, 2018.



Optimal aligment induces minimal entropy

Morerio et al. “Minimal entropy correlation alignment for unsupervised deep domain adaptation”ICLR, 2018.


