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The Smart Revolution!!

= Smart Phones

= Smart Cars

= Smart Grids

= Smart Buildings

= Smart Cities

= Smart Camera Networks

= Smart Water Networks
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The Smart Revolution!!

= Smart Phones

= Smart Cars

= Smart Grids

= Smart Buildings

= Smart Cities

= Smart Camera Networks
= Smart Water Networks

- Smart-X
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Characteristics of Smart-X

HARDWARE SOFTWARE

» Sensing devices = Data management

= Actuation devices = Decision making algorithms
» Embedded computing = |earning algorithms

» Wide area connectivity = Optimization and control

K@lOG
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From Smart-ready-X to Smart-X

= Digital advances provide the ICT infrastructure not the
INTELLIGENCE (so far)

= |nfrastructure will be further enhanced via the loT

* From Smart-ready-X to Smart-X

K@lOG
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From Smart-ready-X to Smart-X

= Digital advances provide the ICT infrastructure not the
INTELLIGENCE (so far)

= |nfrastructure will be further enhanced via the loT
* From Smart-ready-X to Smart-X

> Machine Learning and Feedback Control Systems are at the
g heart of transforming Smart-ready-X to Smart-X
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Cyber-Physical Systems (CPS)

= physical part: physical, biological or Cyber
engineered systems that are usually large- Part

scale & complex

= cyber part: communication networks &

computational resources for monitoring,
controlling & coordinating the physical part

Physical Part

P. J. Antsaklis, B. Goodwine, V. Gupta, M. J. McCourt, Y. Wang, P. Wu, M. Xia, H. Yu, and F. Zhu, “Control of cyber-
physical systems using passivity and dissipativity based methods,” European Journal of Control, vol. 19, no. 5, pp.
379 — 388, 2013.

www.kios.ucy.ac.cy 7
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From Traditional Systems to CPS \‘\ﬁly\éﬁ!
L
= Sensor technology "
" wealth of sensors

|

" new generation SENSOrsS

T ——— GPS Pebble Google Sonitus
Smart Watch Smart Glasses in the Mouth
Gyroscope - WiFi Hearing Aid

Magnetometer Bluetooth

Ce—
Barometer ! GSM/CDMA Cell

NFC: Near Field

Camera (front)

Proximity

-~
Light sensor ramro

Touch screen g PR Camera (back)

14 sensors!

= |nformation & Communication Technology (ICT)
= store, process and transmit data collected by sensors

K@lOG

www.kios.ucy.ac.cy



From Traditional Systems to CPS /\ﬁg,y/é

/X* >

\ 3/

* Internet of Things

sensor enabled
devices connected to

600.0 4
500.0
400.0 4
300.0
2000

100.0 4

the internet and able to B NTERNET :
communicate with each Ll
other
Big Data
= sensor technology and ICT enabled the collection of extremely large
data sets

= contribute to the better perception of complex systems

K@LOC
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Examples of CPS

\ Wind farm

] HV-MV Transformer
i ! g ‘ Grid status monitoring J
Utility contfol centes

q L\-[Hl"“‘.'\

Central power plant

Houses s N | - / Offices

~{ Automated control for
smart appliances

———o—

Industrial plant

Smart Grid

K@LOC

Energy
Smart meters,
demand response

Lighting 4FY
Occupancy sensing $-4

Fire
Functionality checks,
detector service

24/7 monitoring
Condition monitoring,

parking lot utilization

PEHV charging
Charging of hybrid

and electric vehicles

Credn: IBM

Water
Smart meters, use
and flow sensing

HVAC
Fans, variable air
volume, air quality

Elevators
Maintenance,
performance

Access and
security

Badge in, cameras,
integration perimeter,
doors

Smart Buildings

www.kios.ucy.ac.cy



Examples of CPS

Vehicle / vet.niclc Vehicle / roadside
communications communications  Continuous

i | Automated Highway System) !

Vehicle sensors
Vehicle speed Magnetic nails
Steering angle
etc

NISSAN MOTOR CO.,LTD.
Electronics & Information Systems Research Laboratory

Intelligent Transportation Multi-robot formation

K@LOC
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Examples of CPS

Smart Cities: a network of
Interconnected CPS

» Physical Interconnections
» Cyber Interconnections

" Interdependencies

+Analysis and simulation

Data center

K@LOC
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The Future of Jobs

The Future
of Jobs

Report
2020

OCTOBER 2020

K@LOC
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World Economic Forum:

By 2025, 85 million jobs will be displaced
and 97 million new professional positions
will be created

Some key areas of futures jobs:
Al, Big-Data analytics, loT, Machine
Learning, Robotics, cloud computing




Fault Tolerant Systems

The technological trend Is towards:
= more complex and large-scale systems
" more interconnected systems

* more automation and autonomy

However if the data Is faulty/inconsistent/missing, this may
lead to:

= wrong decisions or escalation to a catastrophic failure

= fault propagation from one subsystem to another

zg = Unreliable and untrustworthy automation procedures
[

A"
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Fault Tolerant Systems

The technological trend Is towards:

= more complex and large-scale systems ?
= more interconnected systems ‘ JLes

| FRAGILE
" more automation and autonomy |

However If the data is faulty/inconsistent/missing, this may
lead to:

= wrong decisions or escalation to a catastrophic failure

= fault propagation from one subsystem to another

zg = Unreliable and untrustworthy automation procedures
0

A4
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Lifelong Intelligent Condition Monitoring

= Monitor the condition of a system during its lifetime

= Using learning to improve condition monitoring

= Use cooperation to improve conc

= Consider more realistic events, s
cybersecurity attacks, etc.

Yy
O
%
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ition monitoring

owly developing faults,




Monitoring and Control

:( Monitoring
L and Diagnosis
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Monitoring and Control

-
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Monitoring and Control

. Control Algorithm E
v Supervisory !
E | Algorithm
E . | ‘( Monitoring E
l : | and Diagnosis :
: Fault ! L g !
i Accommodation : ;
e § 5 l l

r ' > W | u y
. |  Controller ; > System >
AN J i

Y

9 ________________________ .
]

v

www.kios.ucy.ac.cy




Fault Scenarios

= System/Process Faults

= Actuator Faults { }
FA
= Sensor Faults
= Communication Faults ( W b
. C P
= Controller Faults L )

= Environment Faults

= Malicious Attacks (cyber-physical security)

@y
O
]
v/
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Diagnostic Steps

= Event detection _L FD %
o

= Eventisolation

= Risk assessment — )
)

= Accommodation <

9
O
o
4
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Diagnostic Methods

Physical redundancy based: use of Physical Redundancy
. (T T T T T T T T T T T R
I
redundant physical components | e ———_—
ks
: Sensors Logic )
( . \ 'k_ _____________ I _.l
Analytical redundancy based: use of [nput Setof
op e . Process Sensors |
models describing the system, i.e.
analytical mathematical expressions I N
: : : | Model Diagnostic | | Alarm
or symbolic /qualitative system e Logic |
representations L '
\ / Analytical Redundancy

9
O

)
%
4
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Analytical Redundancy Diagnhostic Methods

Analytical Redundancy

Qualit atlve uantltatlve
Causal Abstraction Panty Kalman
7‘1915 Hlerarchy Equations filters
Digraphs Parameter
Functlonal Observers Identification
Structural

Fault Trees

Yy
O
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Large-scale Interconnected Systems

Centralized architectures: less suitable for
large-scale, interconnected systems

* Increased computational complexity of the
FD algorithms using global models

» reduced isolability of multiple faults SYSTEM 1

* increased communication due to the
transmission of information to a central SYSTEM 2
point

= vulnerabllity of the central cyber core to
security threats (single-point of failure)

* reduced scalability of model-based FD in
case of system expansion

K@LOC
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Large-scale Interconnected Systems W ?\“"?‘i

Common features of non-centralized architectures:

= deployment of several FD agents @
= every agent performs FD based on local models @@

SYSTEM 1

Decentralized ’
Architecture SYSTEM 2
u SYSTEM 2
O o
z % . Distributed
v Architecture

www.kios.ucy.ac.cy



e

Distributed Fault Diagnostic Methods
= Classification based on
= type of system interconnections @
= physical
AGENT 2
" cyber )
= type of exchanged information
" input & output data ‘

= estimations of interconnected subsystems’ states A

. SYSTEM 1
= fault signatures

= decisions
SYSTEM 2

= type of communication

= continuous
" sporadic .

= event-driven

K@LOC
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l 6

Motivation for Distributed Fault Diagnhosis

» Handling of large-scale systems

= More natural as systems become more interconnected
= Scalability of fault diagnosis

= Makes it easier to isolate faults

= Matches with distributed control; allows for fault accommodation

K@lOG
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Interconnected CPS

N interconnected CPS.

I-th CPS: described by the pair (P('),C('))
P . physical part of the /-th CPS, [~
C") . cyber part of the I-th CPS.

K@lOG
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—

Interconnected CPS - Single Agent /\ﬁ%ylé
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Interconnected CPS

P

Objective: Detect and isolate multiple faults that may occur in one
or more CPS

K@lOG
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Interconnected CPS

| .
= P (physical part)
, - Z(I)
a nonlinear system
() = AOXM 450 (xM ()
known local dynamics
+ hOxO,u®, chz0y
1 b} Z
known interconnection dynamics
+ 7MW (xD,u® ) b)
Z(I) modeling Gncertainty
_J/@ e x!"): local state vector
7D e u": local input vector generated by a
| feedback control agent " using rt"

| i i
e 7z - interconnection vector

K@LOC
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Interconnected CPS

= P (physical part)

= Sensor set S used for
measuring the linear
combination of states C{"/x"

yOt)=COxVt)+d )+ £ (1)

73(1)
(I .
ey e y*"’ : local output vector
e d" : measurement noise
8 o - fault vector
l;’ b |
<0
v

www.kios.ucy.ac.cy




Interconnected CPS

« C'" (cyber part)

- control agent K'" that
generates the input ull
based on some reference
signal r'") the measured
output and the transmitted
sensor information S

YO0 =C20©+dO )+ 1)

K@LOC

www.kios.ucy.ac.cy




Distributed Sensor Fault Diagnosis Architecture %ﬁg’\&\;“
TR

= C") (cyber part)
= monitoring agent M allowed

to exchange information with the
neighboring agents S

Task:
Detection & isolatic(JIr; of multiple
sensor faults in S

Detection o{l ‘aropagated sensor

_________________________ | faults in O,

K@LOC
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Monitoring Agent /\ﬁg,y/“

~ e
ot

A
S

monitoring agent M‘"

www.kios.ucy.ac.cy



Monitoring Module

Dy , , (1,9)
B :D . j-th residual, &y,
el )
(ra) _ , () (Ho(lha) ; (1,9)
. F 1 ey =Yy G e ()
Y e EJFI q) El:fgj
A — = $19 : estimation model based on
X
( Observer ) the nonlinear observer
. X 5 ) )*((I,Q) _ A(l))A((I,Q) _I_y(l)()A((l,Q) u(l))
0 : n
O F.q) /SJJE} (Ilq) (I!q) (qu) A(I!q)
= £, + L9 (Y19 —cUagt) (o)
\'4
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Monitoring Module

Ana)
! H . _(qu) t
T - N The j-th adaptive threshold &, (1)
[ 5( ) ] is designed to bound the j-th
o > 1 residual £'"'%(t) under healthy
e B =(I.q) ) o YiH
— (n &y, conditions
| Y (10) (1| < =010
( +Db$erve*r ) ‘gyj; (t)‘ < Syj ’ (t)
M vy
H[f} F[I:q}
= e
)
Y
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Adaptive Threshold Computation

— The j-th adaptive threshold can be implemented using linear filters

200 (t) = H(s)[ 7R ), u” (), 1) +A, 209 ) ]+ Y1)

Yi

20 () =E" V() + H,(s) E"O(t) |

EC () = H, () 7RO .U 0.0 ]+ EL 1),

(1.0) (1.a) (1.0)
o

H(8) = — g Hi(9) = (,|0q) AI(Iq) Hy(8) =2 (1)
W S+ s+(&09 - ptIA ) S+¢
O
0 — Al :ﬂ +2’h +ﬂ.
'. 7 | m
V4
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Monitoring Module

TDU:Q:' Decision Logic based on a set of Analytical
’114“:‘”[ 8(1,q) ]ﬁ Redundancy Relations (ARRs)
J’!.EI} E E(L?:} H (I.9) g(l’q) U 5.(I’q)
A ~ ) jeg o |
S (1.a) +| .(10) ~(1.9)
( Observer ) gj . ‘gyj’q (t)‘ o gyj . (t) S 01
\. t * J / \
u® ‘_}ﬂﬁ} residual adaptive threshold
s | 7
29 /5%} Under healthy conditions, g9 s
3 always satisfied

www.kios.ucy.ac.cy




Monitoring Agent

(1)
M Gdu]tiple Sensor Fault Isolation Decision Logig
()
YV DU T DI 1 ) H )
—h. ___________
r 1
I | | |
[ M j ( M j [ M j [M‘“‘“‘”j
4 4 i Y ) A3
uD y(m) ey y(sz ey y(ij 4D y[I__.-"v}j
S(I )
g ST : ST S(LSJ e ‘S(L:“{r}

Yy
O
%
v,
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Local Multiple Sensor Fault Isolation

e N
Multiple Sensor Fault Isolation Decision Logic
Example: ) [ ” ) fj
yz DUJ)T lD(I,E) D(I,S)I
— 7 [——— | |
S _ {S(l){l}} , AqUD D A
‘\_ A 'y 44 )
S(l 2) — {8(”{2}’ 8('){3}} ) y(;:u D y(.::z) yD };(Ijj
S(|,3) _ {S('){3}} S
B E— ,
SUD ST E SU3 !
fl(l) fz(l) f3(l) {fl(l)’ fz(l)} {f1(|)' f3(l)} {f2(|)1 f3(l)} {fl(l)’ fz(l)’ f3(l)} fz(l) {fz(l)’}-c(l)}
gy 0|0 1 1 0 1 1 1
g gia 1|1 1 1 1 1 1 1
2 — gl 0| 1 0 1 1 1 1 1
'
0
\/

www.kios.ucy.ac.cy




Local Multiple Sensor Fault Isolation

fl(l) fz(l) fg(l) {f1(|)1 fz(l)} {f1(|)’ fg(l)} {fz(l)v fs(l) {fl(l)’ fz(l)’ fs(l)} fz(l) fz(l)’]:c(l)
g1 1010 1 1 0 1 1 1
gl o |11 1 1 1 1 1 1
g0 0|1 0 1 1 1 1 1
T
DW(t) =1
_O_
Diagnosis Set: D" (t) = {{ £, fz(l)}}
(1) (1)
g . 0 om0 T gD ()
Decision on the presence of sensor faultsin Y, DZ (t) = | |
= 1, O eDM(t)
’. J Z S
V

www.kios.ucy.ac.cy




Local Multiple Sensor Fault Isolation

fl(l) fz(l) f3(l) {fl(l)’ fz(l)} {fl(l)’ fg(l)} {fz(l)’ fa(l)} {fl(l)’ fz(l)a f3(l)} fz(l) {fz(l)'}—c(l)}
Wl 11010 1 1 0 1 1 1
g0 | 1] 1 1 1 1 1 1
WL 0| 0|1 0 1 1 1 1 1
-
DM (t)=|1
_1_

Diagnosis Set: DS(')(t) :{{ fl(l)’ fs(l)}’{ fl(l)’ fz(l)’ fs(l)} £ {fz(l)’]:c(l)}}

] Z ]

fz(l) ¢ DS(I)(t)

Decision on the presence of sensor faults in y§') D(')(’[) _ 0,
Z ;) eD(1)

v,
O
%
V.
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Robustness and Structured Fault Sensitivity

Theorem: The distributed sensor fault diagnosis design guarantees that:

(a) Robustness: If neither the local sensor set S! 9 nor the transmitted

sensor information y'" are affected by sensor faults, then the set of
ARRs g9 s always satisfied.

(b) Structured fault sensitivity: If there is a time instant at which £ ) is

not satisfied, then the occurrence of at least one sensor faultin S @ () S"
IS guaranteed.

V. Reppa, M. Polycarpou and C. Panayiotou, “Distributed Sensor Fault Diagnosis for a Network of

Interconnected Cyber-Physical Systems,” IEEE Transactions on Control of Network Systems, vol 2, no. 1,
pp. 11-23, March 2015.

K@lOG
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Learning Approaches for Fault Diagnhosis ‘*i,\‘\s
= Reduce adaptive thresholds by reducing the bound of the
modeling uncertainty using learning techniques.

= Design and analysis of an adaptive approximation methodology to
learn the modeling uncertainty

" Learn from previous monitoring experience and from other agents

V. Reppa, M. Polycarpou and C. Panayiotou, “Adaptive approximation for multiple sensor fault detection and
isolation of nonlinear uncertain,” IEEE Transactions on Neural Networks and Learning Systems, vol 25, no. 1,
pp. 137-153, January 2014.

C. Keliris, M. Polycarpou and T. Parisini, “An Integrated Learning and Filtering Approach for Fault Diagnosis of
a Class of Nonlinear Dynamical Systems", IEEE Transactions on Neural Networks and Learning Systems, vol.
28, no. 4, pp. 988-1004, April 2017.

K@lOG
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Fault Diagnosis and Cyber-Physical Security *‘\,i *

= Similar formulation for detection, isolation and risk assessment

* How do we distinguish between faults and cyber-physical attacks
(compare to robust fault diagnosis)

= Early detection of a cyber-physical attack is crucial

= Sensor placement is a key issue

Yy
O
%
v,
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Applications pursued at KIOS Center of Excellence %;J&‘

 Monitoring of water distribution networks for water leakages and

detection of water contamination

« Distributed fault diagnosis and fault-tolerant control of HVAC
systems

« Contamination event detection and isolation in large-scale
buildings

« Fault diagnosis and accommodation in transportation systems
e Security surveillance using smart camera networks

* Monitoring of electric grid side converters

K@LOC
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Applications pursued at KIOS Center of Excellence

 Monitoring of water distribution networks for water leakages and
detection of water contamination

« Distributed fault diagnosis and fault-tolerant control of HVAC
systems

« Contamination event detection and isolation in large-scale
buildings

« Fault diagnosis and accommodation in transportation systems
e Security surveillance using smart camera networks

* Monitoring of electric grid side converters
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Simulation Results “i‘si

Consider a seven-zone HVAC system where the architectural arrangement of the seven zones is
presented by the diagram

PARAMETERS OF THE SEVEN-ZONE HVAC SYSTEM

Heat Pump i
Symbol Value Units
Storage Tank az,1€{1,2,3,4,56,7} 740 kJh°C
Condenser H4-U, 8210+ 8213, 82y, Bzgyr Bz, Bagg, Bzyyr Bzg5, 8z | 90 kJh°C
ag 12 kJkg°C
Zone 1 Uﬁ Zone 2 UZ“ Zone 5 lﬁ ass 0.6 k.J/kgOC
B / i N Cq 837 kJ°C
o A A Co 1,004 KIkg°C
(] A 2 Cv 0.717 KJKg°C
Zone 3 N T Zone6 n I air 1.225 kg/m3
u ,
3 il C,, 1€{1,2,3,4,5,6,7) 370 kI°C
ZoneN-2| n — ﬁ “ Ui max, 1 €{1,2,3,4,5,6,7} 3700 kg/h
| S M RN = Ustmex 27.36 x10° | kdh
| Zone N ! T Zone N-1‘,': S Zone 7 W Prmax 35
L7 L7 DTmax 45 oC
- Y BN L ”{ Awi, 1€{1,2,3,4,5,6,7} 120 m?
| ___\| __\l "’7 iy 114,469,490,
O | H “ H / h 8.29 W/m°C
2 — e = Ad,lz; Ad,131 Ad,24’ Ad,34 2.60 m2
’. Ad45, Ad,26: Ada7, Adser Ad,e7 2.60 m?

www.kios.ucy.ac.cy



Simulation Results

\16

Consider a seven-zone HVAC system where the architectural arrangement of the seven zones is

presented by the diagram
Heat Pump
Storage Tank i
Condenser ?‘— U

Zone 1 U; Zone 2 Zone 5 U5

[ LP . .

A:I,lS Ad,23

Zone 6 |A,

' u
ZoneN2l ! Q ﬁ
-2 f=——
- i

|
| A
u | Zone N : ) Zone N—1||i , Zone 7 W
L-7 L-7
9 | uN h\\\ uN—l h\\ . u7 — [ ]
= | H 2 H __ u —
0 | T s
\/ = 4
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Simulation Results

MS
<]
: MS
e il b RS
Time (hours) Time (hours)
MO
, — | (5)
) |

A

Time (hours)

Time (hours) Time (hours) Time (hours)

K@lOG
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Time (hours)

20
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32

281

6
24
22

Time (hours)

(D0) "L

Time (hours)

E S

Simulation Results

Time (hours)

»(7)

Time (hours)

$(6)

=R

Time (hours)
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Time (hours)
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Simulation Results

= Consider a 83-zone HVAC system where the architectural arrangement of the
83 zones is presented by the diagram

Papadopoulos M. P., Reppa V., Polycarpou M. M., Panayiotou C., “Distributed Diagnosis of Actuator and
Sensor Faults in HVAC systems,” IFAC World Congress, July 2017.

K@LOC
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Simulation Results

= Multiple Faults occurring consecutively

| 12t =2) =-30%u;”

z-1 Z-6 Z-11 Z-12 Z-17 Z-16 Z-21 Z-22
Z-8 Z-13 Z-18 Z-23

Z-10 | 2.9 z-14 | 2150 Z-200  z19 | 724 | 725

Z-81 -

2-83

| £ (t® = 2.5) = 20%y%)

910G

4
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Simulation Results

Have a look at the distributed monitoring agents located at Zones { 1-10, 81, 82, 83}

K@LOC
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Simulation Results

Time (hours)

M

Time (hours)

s

Time (hours)

M(10)

() N
0 1 2 8 4
Time (hours)
i\
10
— || e
glt | E—Lﬁ) C)
---D®)
6L

10
— || o)
slf | 51(/10) C)
- --plo)

Time (hours)

www.kios.ucy.ac.cy

0

Time (hours)

Time (hours)

Time (hours)




Simulation Results

Time (hours)

Time (hours)
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Simulation Results %ﬂljg}‘!

Local Fault Identification in Zone 1:

ML)
([ J— . ' o0
| — [ o]
I 5&) (°C)
- _Lgl)
6|
5|
@y
O 0 | . -
l: 2 2.5 3 3.5 4 2 2.5 3 3.5 4
(] Time (hours) Time (hours)

N/
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Simulation Results

Local Fault Identification in Zone 3:

MG) o
ek | ' | | |
ipzes T eT o) ] DIPNE
L1 X:2.605 ERNCIP = ‘Sys =
8 | : " |£(:§; o( C) - g?(j:’) (OC)
: ....... &y ( C) 3
: "'IC(L?’) L
6|
41
R
@y
O oLL , . .
o~ 2.5 3 3.5 4
%o Time (hours) Time (hours)
A'4
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Where is intelligent monitoring and control heading? \i 6
\A‘

= More distributed

= More cooperation

= More data = more machine learning

= More heterogeneous data

= More interaction between monitoring and control

= More interaction between fault diagnosis and cyber-physical
security

= Safety of machine learning (Safe Al)
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